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The current article aims to improve a linguistic model in the sentiment analysis of a Persian 
news agency website. After investigating many computational problems and shortages in 
the field of computational linguistics, we could see that the main problem of computational 
linguists could be found in linguistics, not in computational sciences. Presenting a model 
can lead to the management of uncertainty of semantic and sentiment analysis of Persian 
documents. The integration of systems that operate in the field can result in considerable 
developmental growth in smart systems of sentiment analysis of the Persian language in 
a way that could reduce complexities in the Persian language. Moreover, the presence of a 
comprehensive model can facilitate the generation of smart systems of sentiment analysis 
in text mining. First, we collected existing models for text mining of sentiment analysis and 
tried to suggest a model as a general principle. The obtained model will help for informa-
tion management and planning of text mining systems in computational linguistics and 
shows the shortages of Persian language natural processing in line with the automation of 
sentiment analysis.

Abstract

Keywords: sentiment analysis; text mining; corpus linguistics; Persian language; computa-
tional linguistics.
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1. Introduction

Sentiment analysis is generally a computational study of evaluable expressions in a text. 
The main goal of sentiment analysis is finding specific opinions of individuals in a text and 
classifying these opinions. In sentiment analysis, researchers have mainly focused on two 
problems: detecting whether the text is subjective or objective, and determining whether 
the text is positive or negative. This level of attention to research and subjective evaluation 
of opinions in the past few years has coincided with increased online commenting on social 
media, which has led to the intertwining of this science with computational linguistics and 
computational sciences. There are several complexities on this path, some of which will be 
addressed in the present study. 

The valuable role of linguists, specifically phonologists, morphologists, grammarians, and 
semanticists, in languages associated with the translation process stems from the obvious 
truth: the biggest problems encountered in computer translation are not computer-based 
but rather language-based (Esmaeil, Hossein, & Fereshteh, 2014). One of the challenges 
addressed in the present research are the rules existing in universal linguistics, which can 
disambiguate sentiment analysis in a comment text or commentary on website documents. 
The author of an opinion or text document is a person who produces a text from electronic 
content and needs a model to implement rules in natural language processing to analyze 
the sentiment of the machine-generated text.

There are a variety of topics for reviewing electronic texts on websites, including: 

•	 thematic classification of texts;

•	 comments on social media;

•	 authors, time, and other related content extracted from textual documents.

Another challenge are words and their assessment; in this respect, ontology was introduced 
as a method to retrieve a better meaning from the text. 

1.1. Hypothesis and statement of the problem 

The hypothesis of natural language processing in an intelligent inferential system is estab-
lished by identifying a better pattern. Since contextual documents generate written sen-
tences with the natural language of people, it is necessary to follow up on the issues in 
the area of natural language processing. Some of these issues include explicit or implicit 
expression of an opinion, adherence to a rule, and determining the language rules in terms 
of meaning and writing. However, analysis of positive or negative sentiment has been lim-
ited in major natural language processing issues (Appel, 2015).
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2. Similar works and methods 

In a research by Vinodhini & Chandrasekaran (2012) entitled “Sentiment analysis and text 
mining”, the aim was to evaluate the techniques, issues, and methods in semantic analy-
sis. Another goal of the mentioned study was to assess different data sources such as we-
blogs, sites, datasets, and microblogs. The study included semantic classification topics. 
In terms of semantic analysis, a literature review revealed two types of techniques based 
on machine learning and analytics. In machine learning, which is based on classification, 
two document sets of education and test are ordered. In research on the separation of 
comparative Persian sentences, machine learning methods (Hossein, Salman, & Saeedeh 
Sadat) were used to propose a technique to separate comparative sentences, where the 
lexical and structural features of comparative sentences were expressed. Persian sentenc-
es and labels of sentences in the structural and lexical feature extraction unit provide the 
feature vector to the learning system.

In a research on the quantization of sentiment orientation of Persian text comments of 
customers on product features on the web, Samaneh & Mohammad Javad extracted key 
features and expressions and determined sentiment orientation at the levels of words and 
phrases, critical text sentences, and comment text. To this end, a model was proposed to 
provide critical text files after selecting the desired goods and collecting opinions. After-
ward, the mentioned scholars carried out the pre-processing of comments and unified the 
writing system and orthography of the texts. This process was performed to find the features 
of goods based on their characteristics and opinions expressed by customers. The detected 
features were presented to a computer system, and two modules of creating dictionaries 
with positive and negative polarity traits and establishing dictionaries for product features 
extracted the comment patterns by labeling part of speech and labeling features and traits 
in comments. In the next stage, all comments were extracted based on the determined 
patterns, and the polarity of each feature was determined based on the pattern. In the end, 
polarized quantization of all comments was carried out in a conclusion, which showed the 
visualization of results.

In another study, Xuan et al. (2012) determined the subjectivity of texts using a training 
set that contained sentences labeled subjective or objective. A set of syntactic patterns 
was also applied to extract features from texts. In the first stage of determining subjec-
tivity, features were extracted using syntactic patterns, followed by learning with the help 
of a support-vector machine (SVM) algorithm. In 2011, Chen et al. estimated the semantic 
indicators of SO-PML. SO-LSA after labeling parts of speech. In the next stage, the features 
were entered into the nervous systems as input to classify the polarity of sentences. These 
semantic indicators help the semantic similarity measures between words, and some of the 
most popular semantic similarity measures include PMI and LSA measures. 
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In 2013, Li and Tsai proposed a fuzzy-based method to classify ambiguous texts. The sug-
gested model could be used to turn texts into a more abstract form of concepts, which 
reduced the impact of ambiguous expressions. In addition, Cho et al. (2014) determined the 
orientation of texts that encompassed diverse ranges of user comments, such as smart-
phones, movies, and books using sentiment dictionaries. The model proposed for multi-
domain analysis is a data-based technique that adjusts sentiment dictionaries to different 
domains. In research by Ott et al. (2013), a set of opinion spam was created for comments 
with negative orientation. In the study above, standard techniques of text classification 
and multiword features were used at the highest level of accuracy to determine whether 
an opinion is spam or not. Cambria et al. (2014) proposed dictionaries or knowledge bas-
es containing concepts with sentiments related to words or phrases. Other studies have 
expanded the existing knowledge bases or have used them for sentiment analysis. For 
instance, Poria et al. (2013) suggested a method to allocate sentiments to concepts existing 
in the SenticNet knowledge base.

In another study by Parlar et al. (2019), the goals are to analyze the effects of data pre-pro-
cessing methods for sentiment analysis and determine which of these pre-processing 
methods (and their combinations) are effective for English as well as for an agglutinative 
language like Turkish. We also try to answer the research question of whether there are any 
differences between agglutinative and non-agglutinative languages in terms of pre-process-
ing methods for sentiment analysis. We find that the performance results for the English 
reviews are generally higher than those for the Turkish reviews due to the differences be-
tween the two languages in terms of vocabulary, writing styles, and agglutinative properties 
of the Turkish language.

According to the study by Mokhosi et al. (2019), aspect-level sentiment analysis has drawn 
growing attention in recent years, with the higher performance achieved through the atten-
tion mechanism. Despite this, previous research does not consider some human psycholog-
ical evidence relating to language interpretation. This results in attention being paid to less 
significant words especially when the aspect word is far from the relevant context word or 
when an important context word is found at the end of a long sentence. We design a novel 
model using word significance to direct attention towards the most significant words, with 
novelty decay and incremental interpretation factors working together as an alternative 
for position-based models. This study demonstrates the relevance of word significance in 
aspect-level sentiment analysis, which may be applicable in guiding attention to the most 
significant items in attention-based machine learning tasks.

In another study by Gangrade et al. (2019), sentiments are classified based on Thayer’s 
model, which is psychologically defined, unlike the polarity classification used in opinion 
mining. In this paper, as a method for classifying the sentiments, sentiment categories are 
proposed by extracting sentiment keywords for major sentiments by using hashtags, which 
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are essential elements of Instagram. By applying sentiment categories to user posts, sen-
timents can be determined through the similarity measurement between the sentiment 
adjective candidates and the sentiment keywords.

According to another study, by Karamitsos et al. (2019), the availability and advancements 
of cloud computing service models such as IaaS, SaaS, and PaaS, introducing on-demand 
self-service, auto-scaling, easy maintenance, and pay-as-you-go, have dramatically trans-
formed the way organizations design and operate their data centers. However, some organi-
zations still have many concerns, like security, governance, lack of expertise, and migration. 
The purpose of this paper is to discuss the cloud computing customers’ opinions, feedback, 
attitudes, and emotions towards cloud computing services using sentiment analysis. The 
associated aim is to help people and organizations to understand the benefits and chal-
lenges of cloud services from the general public’s perspective view as well as opinions 
about existing cloud providers, focusing on three main cloud providers: Azure, Amazon Web 
Services (AWS), and Google Cloud. The methodology used in this paper is based on sen-
timent analysis applied to the tweets that were extracted from the social media platform 
(Twitter) via its search API.

3. Materials and methods 

In the present study, we used the news on the website of Alef News Agency. Some of the 
features of the news on this website include: 1) related news features: a list of news related 
to the observed news is retrieved using the selection algorithm; 2) keyword feature: titles, 
labels, and descriptions of news form keywords that reflect the conceptual meaning of 
news; 3) feature of opinions: users can provide feedback on the news they see, and other 
users can read the feedback. 

In [1], four textual features were shown: titles, labels, descriptions, and opinions were effec-
tive in improving the classification accuracy of social media. Therefore, the features were 
applied to facilitate the process of determining the semantic load of news.

After preprocessing of news and extraction of four textual features, the news was classified 
into sentiment categories using the approach of sentiment dictionary of unsupervised ma-
chine learning (UML) and supervised machine learning algorithm (SML). Afterward, the two 
methods were combined to develop a new group model for sentiment classification.

In the study, textual features of news on the website of Alef News Agency (news title, tag, 
descriptions, and opinions) were collected as research data. Moreover, approaches of ML 
(supervised learning) and sentiment dictionary (unsupervised learning) were deployed to 
classify news into proper sentiment categories. 
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4. Implementation

The news data used in this study consisted of four textual sections, and the news was ex-
tracted from the website of Alef News Agency through the following stages:

Steps: News with specific features are first identified using relevant topic terms and then 
approved by experts and classified into the correct sentiment classification. In this test, a 
Telegram robot was used to fetch the dataset of the website of Alef News Agency, features 
of which were included in opinions, descriptions, hashtags, and titles. Two experts working 
in the field of data mining and sentiment analysis classified the news into five categories of 
sentiments. If consensus was reached on the news, the news would be entitled “sentiment 
based on satisfaction of parties” during the naming process. On the other hand, the lack of 
consensus would lead to adding the news to the elimination list. In total, 1217 news were 
maintained with 200 news in each sentiment category. 

In the research, we applied the 10-fold cross-validation method, where the original sample 
was randomly partitioned into 10 subsamples after performing the cross-validation process 
10 times. Also, we deployed a non-parametric one-sample test to recognize the main dif-
ferences between ten times the execution of the data. In this respect, all results showed a 
lack of significant difference between the implementation times (P≥0.05). After completing 
the classification, some classifiers were recognized using an SVM and were compared to 
those identified by using other classifications. All machine-learning implementations were 
obtained through classifiers on Python software. 

Descriptions of laboratory methods accepted in the study are presented in Table 1. We 
considered three indexes of accuracy, FI value, and AUC value to assess the performance 
of experiments. 

TABLE 1
Experimental methods

NUMBER TEST METHOD DESCRIPTION

1 M1: Keyword 
baseline

ALM provided an unsupervised sentiment classification approach whe-
re keywords were labeled using a sentiment dictionary.

2 M2: Sentiment 
dictionary 
approach

An unsupervised sentiment classification approach was used in this 
study to measure the correlation between the news and numerous 
sentimental features by estimating the PMI correlation between sen-
timental expressions in the sentiment dictionary and expressions ob-
served in the news on the website of Alef News Agency. 

3 M3: Simple bias 
ML with three 
methods of TFIDF

Feature vectors were first generated using the three methods of TFIDF. 
Afterward, the sample bias algorithm was applied to classify the news. 
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TABLE 2
Accuracy, FI value, and AUC of sentiment dictionary methods

NUMBER SENTIMENT DICTIONARY METHODS ACCURACY F1 AUC

1 Keyword baseline (M1) 37.01% 0.640 0.476

2 PMI (M2) 42.01% 0.531 0.487

4 M4: J48 decision 
tree with three 
methods of TFIDF

The feature vectors were first generated by three methods of TFIDF. 
Afterward, the J48 decision tree was used to classify the news. 

5 M5: SVM ML with 
three methods 
of TFIDF

Feature vectors were first generated by methods of TFIDF. Afterward, 
the SVM algorithm was applied to classify the news.

6 M6-1, 6-2: Group 
model 1

A classification approach has been designed in the research to classify 
the news having the most level of sentiments. It was estimated by mul-
tiplying the probability of sentiments obtained by the ML method by 
the probability obtained in the method of sentiment dictionary (M2).

7 M7-1, M7-2, M7-3, 
M7-4, M7-5, M7-6: 
Group model 2

Group model 2 was used in two stages. In the first stage, probabilities 
of multiple categories were generated using ML and sentiment dic-
tionary approaches. In the second stage, probabilities were used as 
feature amounts, and the main sentiment category was selected as a 
label. In the next stage, SVM and simple bias were deployed to practice 
the learning models. 

4.1. Results of tests

4.1.1. Approach of sentiment dictionary 

Considering the sentiment dictionary approaches used in unsupervised learning, the sen-
timent dictionary approach regarded in the present study was compared to the keyword 
baseline labeling approach introduced by Alm et al. (9). According to Table 2, while PMI 
generated higher accuracy compared to keyword baseline labeling, it is lower than keyword 
baseline labeling considering FI. However, lower accuracy rates are obtained from senti-
ment dictionary approaches. Furthermore, we tested the important statistical differences 
between the two methods using the McNemar test, the results of which were indicative of 
considerable differences in terms of the accuracy of techniques.

4.1.2. ML approaches 

About the ML approaches used in the supervised learning method, the news was defined 
with proper sentiment classifications and was turned into a vector applying three vector 
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labeling methods of TFIDF. Afterward, we used the naïve Bayes, J48, and SVM algorithms to 
classify news based on the classification models. According to Table 3, the accuracy rate 
obtained from supervised learning was significantly higher than what can be obtained by 
unsupervised learning. Moreover, ML methods, which are specifically designed for analysis 
of news on the website of Alef News Agency (i.e., methods 2 and 3 of TFIDF), had a more 
efficient performance in most cases, compared to the old TFIDF method.

TABLE 3
Accuracy, F1 value, and AUC of sentiment dictionary methods

NUMBER MACHINE LEARNING SIMPLE 
BIAS (M3)

J48 DECISION-
MAKING TREE (M4)

SVM (M5)

1 TFIDF1 
(baseline)

Accuracy
F1
AUC

65.82%
0.682
0.899

72.56%
0.782
0.896

76.42%
0.815
0.965

2 TFIDF2 Accuracy
F1
AUC

82.15%
0.828
0.953

85.94%
0.848
0.923

65.13%
0.649
0.929

3 TFIDF3 Accuracy
F1
AUC

75.10%
0.755
0.940

86.20%
0.863
0.942

85.13%
0.878
0.982

4.1.3. Group model

Group model 1 combines the M3 and M5 methods with the approach of sentiment dictio-
nary (M2). The probability values were determined for different product combinations by 
the sentiment dictionary or ML approaches. According to Table 4, the accuracy rate of group 
model 1 was lower than the rate obtained by independent use of ML, showing the lack of 
ability of the model to improve the accuracy rate of ML.

In the group model, the probability values of a combination of the dictionary approach and the 
sentiment dictionary method were regarded as new values, whereas the main categories of sen-
timent were applied as labels. Also, logistic regression, SVM, and naïve Bayes algorithms were 
subsequently used for the education of learning models. According to Table 5, three combinations 
of group model 2 (e.g., M7-4, M7-2, and M7-6) yielded much better results, compared to the results 
obtained from the independent use of ML or sentiment dictionary approach. A common point 
among all three methods is their use in the first stage of SVM. From the average results, optimal 
results were obtained when using SVM and sentiment dictionary approaches in the first stage 
and adopting the logistic regression algorithm in the second stage (M7-2). Compared to the old 
ML method, the mentioned model has a 10% higher accuracy, which shows that the main ad-
vantage has been created through the integration of supervised and unsupervised approaches.
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TABLE 4

TABLE 5

Accuracy, F1 value, and AUC of group model 1

Accuracy, F1 value, and AUC in group model 2

NUMBER MACHINE LEARNING M6-1 
(M2+ M3)

M6-2 
(M2+ M5)

M3 M5

1 TFIDF1 
(baseline)

Accuracy
F1
AUC

56.45%
0.798
0.930

63.27%
0.752
0.939

65.82%
0.682
0.899

76.42%
0.815
0.965

2 TFIDF2 Accuracy
F1
AUC

82.15%
0.832
0.952

68.09%
0.458
0.831

82.15%
0.828
0.958

65.13%
0.649
0.889

3 TFIDF3 Accuracy
F1
AUC

59.57%
0.766
0.910

73.04%
0.793
0.852

75.10%
0.755
0.940

85.13%
0.878
0.982

M7-1 
(M2 + 
M3)

M7-2 
(M2 + 
M5)

M7-3 
(M2 + 
M3)

M7-4 
(M2 + 

M5) SVM

M7-5
(M2 + 
M3)

M7-6
(M2 + 
M5)

M3 M5

Logistic Logistic SVM SVM Naive 
Bayes

Naive 
Bayes

TFIDF1 ACCURACY 72.64% 83.65% 70.74% 79.70% 71.89% 80.03% 65.82% 76.42%

F1 0.729 0.840 0.715 0.723 0.811 0.804 0.682 0.815

AUC 0.923 0.970 0.892 0.904 0.963 0.955 0.899 0.965

TFIDF2 ACCURACY 81.99% 80.26% 82.24% 79.44% 81.90% 72.53% 82.15% 65.13%

F1 0.820 0.802 0.625 0.706 0.727 0.821 0.828 0.649

AUC 0.946 0.958 0.856 0.932 0.935 0.922 0.958 0.889

TFIDF3 ACCURACY 77.16% 89.89% 75.43% 88.08% 76.17% 88.66% 75.10% 85.13%

F1 0.773 0.899 0.759 0.892 0.764 0.889 0.755 0.878

AUC 0.938 0.986 0.916 0.984 0.972 0.978 0.940 0.982

AVERAGE ACCURACY 77.26% 84.60% 76.13% 82.40% 76.65% 80.40% 74.35% 75.56%

F1 0.774 0.847 0.700 0.774 0.767 0.838 0.755 0.781

AUC 0.936 0.971 0.888 0.940 0.665 0.952 0.932 0.945
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Moreover, we tested the significant statistical differences between the pair of methods 
by a two-way comparison, where a non-parametric test (McNemar) was applied for all 11 
methods (from M3 to M6-7) to determine the significant differences in this regard. In the 
research, the binary P-values were reported at the significance level of P<0.05. Due to the 
use of three data formats (TFIDF1, TFIDF2, and TFIDF3), each cell in Table 6 contained three 
values showing the p-values for accuracy in formats of TFIDF1, TFIDF2, and TFIDF3 (presented 
by this order). For instance, the values of (M3, M7-1) cell were *0.000, 0.590, and 0.259, which 
were the corresponding values of P for pair of (M3, M7-1) for TFIDF1, TFIDF2, and TFIDF3. In 
this context, “*” showed the statistical significance of the results.

TABLE 6
Significant results for comparison of accuracy

M6-1 M6-2 M7-1 M7-2 M7-3 M7-4 M7-5 M7-6 M3 M4

M6-2 0.000*

0.000*

0.000*

M7-1 0.000* 0.000*

0.917 0.000*

0.000* 0.008*

M7-2 0.000* 0.000* 0.000*

0.519 0.000* 0.631

0.000* 0.000* 0.000*

M7-3 0.000* 0.000* 0.007* 0.000*

1.000 0.000* 0.874 0.560

0.000* 0.154 0.024* 0.000*

M7-4 0.000* 0.000* 0.000* 0.000* 0.000*

0.000* 0.000* 0.000* 0.000* 0.000*

0.000* 0.000* 0.000* 0.006* 0.000*

M7-5 0.000* 0.000* 0.374 0.000* 0.000* 0.000*

0.876 0.000* 1.000 0.672 0.250 0.000*

0.000* 0.043* 0.182 0.000* 0.185 0.000*

M7-6 0.000* 0.000* 0.000* 0.030* 0.000* 0.676 0.000*

0.014* 0.002* 0.000* 0.000* 0.000* 0.000* 0.000*
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Three observations were obtained from Tables 3 to 6 (1). The M7-2 had the most suitable 
performance, compared to other techniques, when adopting the TFIDF1 format, in a way that 
all primary P-values were significant in all cells in the column and row of M2-7 (2). Similarly, 
the M4 yielded considerably better results, compared to other methods, when adopting 
the TFIDF2 format (3). On the other hand, the M2-7 outperformed all other methods when 
adopting the TFIDF3 format. Accuracy of 83.65%, 85.94%, and 89.89% was obtained by three 
combinations of TFIDF1+M2-7, TFIDF2+M4, and TFIDF3+M7-2. While the TFIDF3+M7-2 was the 
most accurate combination, we re-assessed its significance using the McNemar test. Accord-
ing to Table 7, the combination of TFIDF3+M7-2 had a more efficient performance, compared 
to the other two combinations. Therefore, the combination of TFIDF3+M7-2 was recognized 
as the most accurate model. In other words, it is suggested that TFIDF3 be used as data 
format and M7-2 (first stage: M2+M5, second stage: logistic) be applied as the solution model 
to achieve the most accurate prediction of accuracy.

0.000* 0.000* 0.000* 0.050* 0.000* 0.188 0.000*

M3 0.000* 0.000* 0.000* 0.000* 0.013* 0.000* 0.000* 0.000*

0.709 0.000* 0.590 0.276 0.667 0.000* 0.915 0.000*

0.000* 0.254 0.259 0.000* 0.926 0.000* 0.575 0.000*

M4 0.000* 0.000* 1.000 0.001* 0.000* 0.005* 0.748 0.000* 0.000*

0.036* 0.000* 0.025* 0.006* 0.031* 0.000* 0.024* 0.000*  0.002*

0.000* 0.000* 0.000* 0.009* 0.000* 0.219 0.000* 0.098 0.000*

M5 0.000* 0.000* 0.038* 0.000* 0.000* 0.050* 0.000* 0.000* 0.000* 0.026*

0.000* 0.143 0.000* 0.000* 0.000* 0.000* 0.000* 0.000* 0.021* 0.000*

0.000* 0.000* 0.000* 0.000* 0.000* 0.041* 0.216 0.013* 0.000* 0.432

TABLE 7
Comparison of three more accurate combinations

T1M7-2 T2M4

T2M4 0.261

T3M7-2 0.000* 0.001*

Ultimately, we analyzed the robustness of our algorithms. In this context, robustness is de-
fined as the ability of an algorithm to predict the most difficult prediction class accurately. 
In other words, the algorithm operates reasonably well in the most unfavorable conditions 
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regardless of the class distribution. In the study, we used the lowest F1 value among the five 
sentiment classes to measure robustness. The relatively high level of the lowest F1 value 
was interpreted as a suitable prediction performance of the algorithm even for the senti-
ment class with the most difficult mode of prediction. Table 8 shows the lowest F1 values for 
all methods in three data formats. According to the table, M4 and M7-2 were the most robust 
models, specifically in the use of TFIDF2 and TFIDF1, respectively. However, the mentioned 
methods had comparable performance when using TFIDF3. Nonetheless, the mean accuracy 
of M4 (81.56) was lower than the M7-2 (84.60), as shown in Tables 2 and 5. Therefore, while 
M2-7 was more accurate, the M7-2 and M4 had similar robustness (P-value=0.000 based on 
the McNemar test).

TABLE 8
Robustness of the algorithm under three data formats

M3 M4 M5 M6-1 M6-2 M7-1 M7-2 M7-3 M7-4 M7-5 M7-6

TFIDF1 0.543 0.705 0.541 0.000 0.377 0.575 0.714 0.555 0.609 0.578 0.644

TFIDF2 0.711 0.783 0.000 0.670 0.107 0.740 0.620 0.736 0.107 0.731 0.418

TFIDF3 0.627 0.798 0.609 0.211 0.000 0.661 0.796 0.634 0.763 0.647 0.768

5. Conclusion

In the present research, three methods were used in the ML approach to creating feature 
vectors. According to the results, methods of TFIDF2 and TFIDF3, where feature vectors were 
constructed and corrected based on the website of Alef News Agency, the classification 
accuracy was more satisfactory, compared to the traditional method of TFIDF1. The results 
of comparison with unsupervised learning methods of labeling based on Alm keywords [9] 
showed that in the sentiment dictionary approach, PMI yielded more accurate results in 
terms of calculation of sentimental correlation and classification of sentiment features. In 
addition, the ML approaches and sentiment dictionary were combined to form cumulative 
models. According to the results, this combination successfully increased the accuracy rate 
in group model 2 (where probabilities are multiplied), and the results were more satisfac-
tory than what would be obtained from the independent use of the ML approach or sen-
timent dictionary. The results confirmed that the proposed method effectively facilitated 
the classification of news on the website of Alef News Agency into proper categories. One 
of the major drawbacks of the present research was collecting data from the website of 
Alef News Agency. Therefore, it is suggested that a wider range of data or empirical data be 
obtained from other news platforms in future studies. Another limitation of the research 
was the evaluation of only four textual features (e.g., labels, descriptions, and opinions). It 
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is recommended that more features be assessed in future studies (e.g., audio, video, and 
the view count of news). In the present study, the method applied was a combination of 
SML and UML approaches. A limitation of SML is its need for an education dataset with 
pre-determined labels. In other words, the sentiment group of each news must be first de-
fined by experts to use our technique. Unfortunately, manual labeling is often associated 
with a huge cost of human labor, and it is difficult to obtain a large amount of high-quality 
educational data using this method. 

Obtaining labeled datasets is often hard, costly, and time-consuming since their prepara-
tion requires a great effort on the part of a trained human annotator. A suitable alternative 
approach is the application of semisupervised learning (SSL), which is between supervised 
and unsupervised paradigms. For better classifications, SSL uses a high amount of unla-
beled data along with labeled data. Future studies must consider the use of SSL-based 
methods to classify news based on sentiments since unlabeled data can be easily collected, 
need less human effort, and often have higher accuracy. 

In addition, evaluation of former studies demonstrated that the effectiveness of the un-
supervised learning method was generally lower, compared to the supervised learning ap-
proach. Nevertheless, an unfavorable classification accuracy rate was detected when using 
the sentiment dictionary approach. This issue might be due to insufficient coverage of 
various items in the sentiment dictionary approach used in the current study. 

Developed in 2010, the NRC sentiment dictionary might not completely cover all phrases 
used by individuals in different age groups. Coverage is a fundamental and difficult research 
topic in sentiment dictionary approaches. To increase the accuracy of this method, it is 
recommended that a new dictionary be developed in future studies with an emphasis on 
common phrases used in comments of users to solve the problem of improper coverage in 
the current sentiment dictionaries. 

Finally, all news considered was limited to just one type of sentiment. Any news that was 
difficult to judge was simply omitted from the analysis. Thus, in practice, 89% accuracy rep-
resents only performance in easy-to-judge news and not all news on the Alef site. In the 
future, we might attempt to expand the news classification method with multiple sentiment 
categories. 
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